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Abstract

The solid–liquid transition in stoichiometric and hyperstoichiometric UO2 was investigated by means of advanced

techniques. Laser heating enabling fast melting and freezing processes was used under container-less conditions and

buffer gas pressures up to 250 MPa, making non-congruent evaporation ineffective. Pulse thermograms of UO2+x with

0 6 x 6 0.21 were recorded with fast pyrometers and interpreted with computer simulations. In addition, a novel

method for identification of phase transitions was implemented, based on the detection of surface reflectivity variations.

The melting line of UO2.00 was for the first time determined at pressures between 10 and 250 MPa, and the melting

temperature of the stoichiometric oxide was measured to be 3147 ± 20 K, in fair agreement to previous measurements

reported in the literature. The liquidus and solidus lines of UO2+x differ from the currently recommended data, which

substantially underrate the effect of oxygen on melting.

� 2005 Elsevier B.V. All rights reserved.
1. Introduction

Whilst the fusion temperature of stoichiometric

UO2.00 is well established to be in the interval

Tf = 3120 ± 30 K [1–9], for the non-stoichiometric oxide,

UO2±x, the solidus and liquidus lines are much less cer-

tain. Since at high temperatures uranium dioxide can

accommodate in the fcc lattice both oxygen interstitials

and vacancies over a wide stoichiometry range (at least,

1.5 6 O/U 6 2.25), important variations of the melting

point with stoichiometry are expected in conjunction
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with the appearance of an oxygen solubility gap when

solid solutions UO2±x are melted. Furthermore, the

melting line of UO2.00 (i.e., the change of the melting

point vs. pressure) is needed to check the relationship

between thermodynamic quantities, such as density var-

iation upon melting and related latent heat, to verify

whether melting of stoichiometric UO2 occurs

congruently.

Only few experimental data were so far available

[2,5,9] on melting of hyperstoichiometric UO2, because

of the difficult experimental conditions required to con-

trol and monitor the phase transition. An advanced

experimental method was therefore implemented, by

which most of the difficulties that negatively affected

the previous measurements (high rate of non-congruent

evaporation and consequent low thermochemical
ed.
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stability of the samples at high temperature) could be

overcome. Pulse laser heating was adopted, whereby

the temperature of the specimen was detected by a

high-speed two-channel pyrometer and, in parallel, by

a multichannel spectrometer. Changes induced in the

sample surface reflectivity were monitored simulta-

neously with an additional probe laser. In order to min-

imise evaporation phenomena, melting was produced in

an autoclave filled with inert gas at pressures up to 250

MPa.

Computer simulations were carried to support the

melting-freezing thermo-analysis of the observed phe-

nomena. Finally, a new assessment of the high-tempera-

ture UO2+x phase diagram was proposed.
2. Samples

UO2 cylindrical pellets of 8.3 mm B and 12 mm

height were used, fabricated by Advanced Nuclear

Materials Co. Disks of approximately 4 mm thickness

were cut to be fitted into the sample holder of the auto-

clave. They were first annealed in an alumina oven for

several hours at 1273 K under an Ar + 6% H2 flow to

fix the oxygen content, determined by thermogravime-

try, to O/U = 2.000 ± 0.005. The sintered density was

10.5 gcm�3, i.e., 95% of the theoretical value.

Hyperstoichiometric samples were obtained from the

original pellets after treatment in a furnace at different

temperatures under an oxidising CO/CO2 gas flow of

suitable composition, according to the UO2+x Ellingham

diagram [10]. The resulting sample stoichiometry was

first estimated by the difference in the sample weight be-

fore and after the treatment. Oxidised specimens were

then subjected to the same heat treatment a second time.

If upon repetition of this procedure the sample weight

did not change, the parameters of the heat treatment

were considered as appropriate to obtain an equilibrium

composition. The exact oxygen content was then accu-

rately measured by thermogravimetry. To make sure

that the observed weight difference was due to oxidation

only, some samples were reduced again to stoichiometric

UO2 in an Ar + 6% H2 flow. The weight difference be-

tween the oxidised and the stoichiometric compounds

was checked to be the same as that measured after the

oxidation treatment. Chemical and morphological

homogeneity was finally confirmed by optical ceramog-

raphy and secondary ion mass spectroscopy (SIMS).

X-ray diffraction (XRD) spectra were also analysed,

confirming the phase compositions (UO2+x + U4O9�y)

and the lattice parameters expected at room tempera-

ture. The presence of two phases in the specimens at

room temperature did not influence the melting transi-

tion measurements, as the superstructure of the oxygen

interstitials of U4O9 rapidly disappears above �1400 K

[11–16] transforming into UO2+x solid solution.
3. Experimental

The following conditions were realised:

• Temperatures of up to 4000 K, measured with suffi-

cient accuracy to identify phase transitions.

• No effective contamination or chemical composition

changes during sample heating.

• Liquid undercooling avoided by input power control.

• Pulses fast enough to avoid convection in the buffer

gas.

• Phase transition determined, regardless of possible

non-equilibrium conditions in the bulk.

To satisfy these requirements an apparatus was de-

signed and put into operation in the High-Temperature

Properties Laboratory of the Institute for Transuranium

Elements (ITU). The setup is sketched in Fig. 1.

3.1. High-pressure cell

The sample was held vertically in a cylindrical graph-

ite holder fixed on a stainless steel support at the bottom

of an autoclave designed for pressures up to 400 MPa.

To avoid cracking of the specimen under thermal stres-

ses, its lateral surface was wrapped in a Teflon ring. The

autoclave was filled with helium since this gas causes the

least optical disturbance at high pressures. Actually,

pressures of the order of 100 MPa were found to be opti-

mal in preventing evaporation from the surface without

seriously perturbing pyrometric measurements. The top

of the autoclave was closed by a sapphire window. A

second thin window was placed inside, 1 mm above

the sample surface to protect the first window from

vapour convection streams – though, in general, no va-

pour condensation was detected on this protective win-

dow, except for slight condensation halos occasionally

observed after melting of samples with O/U > 2.10.

3.2. Sample heating

The autoclave setup was placed along with the

pyrometers in a safety room with reinforced explosion-

proof walls and remotely operated. Two LASAG�

Nd:YAG lasers were chosen with pulses programmable

in length and power [8,9]. The beams (total power �3
kW for several tens of milliseconds) were merged in an

optical mixer, channelled into the same optical fiber

and simultaneously focused onto the sample surface.

An energy detector was placed at the exit of the focusing

optics to record the power-time profile of the pulse. The

first beam supplied the main power pulse heating the

sample above the melting point; the second one, sepa-

rately controlled in intensity and duration, delivered a

longer pulse of lower power to condition the sample

cooling-rate. After random mixing inside a 15 m optical
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Fig. 1. Experimental equipment used in this work.
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fibre a very homogeneous beam density was obtained

over a focal spot of 3 mm B.

3.3. Measurement of the sample temperature

The surface temperature of the sample was measured

by a high-speed two-channel pyrometer (1% settling

time = 10 ls). Analogue signals were transferred, to-

gether with those of the energy detectors, to a Nicolet

Pro 44C Transient Digitiser, externally triggered by the

main switch of the two Nd:YAG laser heads. The first

pyrometer channel, operating at 644 nm and calibrated

against a standard band-lamp, was used for temperature

measurements. The second channel was alternatively

used either to provide a corroborating measurement of

temperature or to detect the reflected light of a laser

probe-beam to determine the instant at which melting

or solidification occurred on the surface (see Section

3.5). The brightness temperature Tk obtained at the

wavelength k was converted into true temperature by

using the total transmittance of the optical path

s(k, pgas) and the sample emissivity e(k, T) in Wien�s
approximation:

1

T
¼ 1

T k
þ k
C2

lnðeðk; T Þ � sðk; pgasÞÞ; ð1Þ

with C2 = 0.0143886 mK.

The total setup transmittance was obtained as the

product of the single transmittance factors of each opti-

cal element, directly measured by means of a probe laser.

A factor sgas(pgas) accounting for the optical effect due to
the presence of high-pressure, hot gas above the sample

surface was also included. Between the two sapphire
windows of the autoclave (see Fig. 1) the gas was hot

only in the vicinity of the sample and its density, q*, be-
tween the sample surface and the first window was eval-

uated as

q� ¼ p=kBT ðm�3Þ; ð2Þ

where kB = Boltzmann�s constant and T the gas layer

temperature. The optical pathway of the light beam

from the sample surface was therefore:

rarefied gas=sapphire=dense gas=sapphire=air.

In order to reproduce this sequence for transmittance

measurements, it was assumed that the main loss was

due to reflections at the interfaces. In a simulation exper-

iment, the spectra of the transmitted light beam were re-

corded by a multichannel pyrometer for different gas

pressures. The spectral intensities measured at each pres-

sure were divided by the reference values at atmospheric

pressure, yielding a gas transmittance factor sgas(pgas)
independent of the wavelength. This factor increased

with increasing gas pressure due to the optical behaviour

at the gas/sapphire interfaces, where the difference in

refractive index between gas and sapphire decreased

with increasing pressure. The total transmittance of the

optical system was measured with a reproducibility of

1%.

An additional multichannel pyrometer, triggered by

the transient digitiser, was focused on the sample sur-

face. The thermal radiation emitted by the sample was

detected at 256 wavelengths between 487 and 1012 nm.

Spectra were recorded at successive time intervals (time

resolution P 0.8 ms) and fitted by a least-squares regres-

sion based on a given parametric formulation of the
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Fig. 2. Thermograms measured on stoichiometric and hyper-

stoichiometric uranium dioxide samples. The conditioning part

of the heating laserpulse was not used in all the cases.
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emissivity-modified blackbody radiation. This analysis

provided the sample temperature as well as the instanta-

neous spectral emissivity of the sample. The obtained

values of e(k, T) were only accurate enough when

T-changes were slow compared with the time resolution

of the multichannel pyrometer. Nonetheless, these data

were always used to estimate the emissivity dependence

on temperature/time. These results are near to the values

of e(k, T), measured by Bober et al. [17,18] and recom-

mended by Fink [19]. No relevant effects of O/U on

emissivity were detected.

3.4. Accuracy of the temperature measurements

The pyrometer setup was tested above the band-lamp

calibration temperature on tungsten, obtaining a good

agreement with the recommended melting point. How-

ever, none of the existing high-melting materials was

suitable as a calibration standard, for the reason that

their melting temperature accuracy is generally worse

than that required in our experiments. Therefore, the

accuracy was not directly defined in terms of standard

deviations from standard values, but determined by

applying the law of uncorrelated errors propagation to

the temperature calibration and emissivity/transmittance

uncertainties:

dT ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
oT
oT k

dT k

����
����
2

þ oT
oe

de

����
����
2

þ
X
i

oT
osi

dsi

����
����
2

s
; ð3Þ

where dTk is the uncertainty of the temperature scale, de
that of the sample emissivity and dsi that of the transmit-
tance factor in the ith optical element of the system,

including the factor sgas.
Substituting the experimental values and calcula-

ting from Eq. (1) the derivatives in (3) we obtained

dT/T = 0.66%. This estimate is sufficiently conservative

for measurements of the melting point of stoichiometric

samples. The uncertainty affecting the melting point of

hyperstoichiometric specimens was additionally affected

by small changes in composition and by the difficulty in

the interpretation of the solidification process thermo-

grams. For instance, in the worst case of O/U = 2.21,

the fractional dispersion of the measured transition tem-

perature values reached ±2%.

3.5. ‘Reflected light’ method

A novel, very sensitive method was in addition ap-

plied to determine phase transitions, based on changes

in surface reflectivity that accompany solid/liquid rapid

phase transitions. A low-power argon laser (k = 514

nm) is focused onto and reflected from the sample sur-

face (Fig. 1). The second channel of the two-channel

pyrometer is tuned on this wavelength to detect the light

reflected by the sample, the intensity of which depends
on the angular reflectivity. During heat-up, the first

appearance of liquid on the surface causes a sudden

change in reflectivity, with a sharp variation in the re-

corded signal. Furthermore, vibrations of the liquid

mass result in oscillations of the reflected light intensity

that abruptly disappear when the freezing point is

reached. In this way, phase transitions can be clearly

identified even in the presence of possible, complex ther-

mal effects occurring beneath the surface.
4. Results

Fig. 2 shows the thermograms of typical melting

point measurements obtained for different oxide stoichi-

ometries. It can be immediately seen that the curves

markedly change with the oxide composition, showing

diverse thermal arrest features.

4.1. Stoichiometric samples

In stoichiometric UO2.00 (thicker line in Fig. 2), a

thermal arrest is visible as a plateau at the solidification

temperature on the descending flank of the thermogram,

whilst the power ramp is too steep for producing a

detectable melting thermal arrest during heat-up. In fact,

the heat delivered onto the surface per unit time is much

larger that spent for melting. Only well above the melt-

ing point does a slight, reproducible decrease in slope

appear, due, however, to increasing heat losses and

damping of the laser power deposition.

The situation is different when the liquid mass is cool-

ing down naturally, and equilibrium conditions are at-

tained upon freezing: a clear thermal arrest appears,

and the melting point of uranium dioxide can be deter-

mined with a precision of ±1.5 K. Experiments carried

out under buffer gas pressures from 0.1 to 250 MPa
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Fig. 4. Measured melting line of stoichiometric UO2.
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revealed that the freezing arrest was best defined at pres-

sures around 100 MPa. Non-congruent evaporation

from the surface was not sufficiently suppressed to

reproduce this high accuracy at pressures lower than

10 MPa.

4.1.1. Melting line

The curve representing the melting point of a sub-

stance as a function of the isostatic pressure, the melting

line, can be used to determine thermodynamic quanti-

ties, such as the density variation upon melting or the

latent heat, or to verify if melting occurs without compo-

sition changes. In our context, the determination of the

melting line of UO2.00 constitutes an important valida-

tion of the accuracy of the experimental method.

Fig. 3 shows the freezing plateau for UO2.00 under

four different inert gas pressures. Over one hundred

melting point measurements were performed in the

range 10–250 MPa, with oxygen partial pressures vary-

ing from 10�5 to 0.05 MPa. The samples were submitted

to measurements cycling over the whole pressure range

with good reproducibility of the melting points.

Fitting was made on sets of results obtained at eleven

different pressures. The linear regression line of the

freezing point variation vs. pressure is shown in Fig. 4.

The low-pressure (<50 MPa) data are slightly below

the interpolated melting line, probably due to vapourisa-

tion effects leading to changes in the O/U ratio. On the

other hand, at the highest pressures, optical perturba-

tions occurred. In order to identify the influence of these

different pressure-dependent effects, linear regression

was performed on subsets of points covering pressure in-

tervals of 150 MPa (0–150 MPa; 20–170 MPa; 30–180

MPa, and so on). Regression performed on pressure in-

tervals starting from 0 up to 20 MPa, where non-congru-

ent vapourisation was not effectively suppressed, yielded
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melting line parameters (gradient and intercept) which,

being significantly different from the average of the

others, were discarded. Gradients and intercepts ob-

tained on the remaining subsets of points were averaged

up. In this way, diverse effects of different experimental

conditions at different pressures were averaged in the

final determination of the melting line giving:

Tm ðKÞ ¼ 3147þ 9.29	 10�2p ðMPaÞ; ð4aÞ

where Tm is the melting temperature and p the isostatic

gas pressure in the autoclave.

In Eq. (4a), the intercept at 3147 ± 5 K should corre-

spond to the melting point of uranium dioxide extrapo-

lated at zero-pressure, effectively equal to that under

ambient pressure. This value is higher than that recom-

mended of 3120 ± 30 K [1–7], although still within the

uncertainty range. Yet, most melting point measure-

ments reported in the literature were likely affected by

sample contamination. Since any variation in the sample

composition was ruled out in our experiments, the value

obtained should be considered as the correct one for

stoichiometric UO2, with an error certainly lower than

±20 K.

The measured gradient of the melting line (melting

slope, Am) is

Am ¼ ðdTm=dpÞexp
¼ ð9.29
 1.70Þ 	 10�2 KMPa�1. ð4bÞ

Since this quantity is defined by the variation of the

melting point, and not by its absolute value, the uncer-

tainty of Am is only due to the precision of the pyromet-

ric measurement.

The experimental value of the melting slope can be

compared to that predicted by the Clausius–Clapeyron

equation:

dTm

dp

� �
¼ TmDvm

DHm

; ð4cÞ
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where Dvm is the specific volume change on melting and

DHm the latent heat of melting. This equation describes

the line of coexistence, under equilibrium conditions, of

two phases having the same composition. Since the melt-

ing line is with a very good approximation a straight

line, the fusion temperature at atmospheric pressure

was taken for Tm with the value obtained in this work,

3147 ± 5 K. For Dvm the value 8.26 ± 3.3 · 10�6

m3kg�1 was calculated from the recommended density

values [19,20]. For DHm, the value 277.1 ± 3.7 kJkg�1

quoted in [21] was chosen. By substituting the chosen

values in the right hand side of Eq. (4c), one obtains:

A�
m ¼ ðdTm=dpÞcalculated
¼ ð9.38
 3.75Þ 	 10�2 KMPa�1. ð4dÞ

The error dA�
m ¼ 3.75	 10�2 KMPa�1 was calcu-

lated by differentiating Eq. (4c) and by applying the

law of uncorrelated errors propagation:

dA�
m ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
oA
oTm

dTm

����
����
2

þ oAm

oDvm
dDvm

����
����
2

þ oAm

oDHm

dDHm

����
����
2

s
;

ð5Þ

where dTm, dDvm, and dDHm indicate the uncertainties

on the three parameters, representing the 66.7% confi-

dence limits on the values reported in literature.

The agreement with the experimental average melting

slope Am is much better than expected from our conser-

vative error analysis. This result represents an evident

improvement with respect to previous experiments,

where the melting point measurement was limited by less

performing equipment [8], and provides a proof that the

realised melting/freezing process occurred under condi-

tions acceptably near to equilibrium. Obviously, equilib-

rium is only established in the molten pool, far enough

from the moving solid/liquid interface. Inversely, this re-

sult can be considered as the experimental proof of the

validity of the Clausius–Clapeyron equation for stoichi-

ometric uranium dioxide, confirming that this com-

pound melts congruently without any effective

chemical change.

One can notice that the error affecting A�
m calculated

with the literature data is more than twice larger than

that obtained in this work. The experimental Am was

used to deduce the value of Dvm, the parameter affected
by the largest uncertainty in Eq. (4c). We have:

Dvm ¼ AmDHm

Tm

. ð6aÞ

Considering the error on the experimental melting

slope we obtain:

Dvm ¼ ð8.18
 1.50Þ 	 10�6 m3 kg�1. ð6bÞ

This value confirms that reported in Ref. [19], how-

ever with a smaller uncertainty.
4.2. Hyperstoichiometric samples

In order to sufficiently reduce the sample vapourisa-

tion, most of the melting point measurements on

UO2+x had to be performed under a gas pressure of at

least 100 MPa. However, the melting point shift due to

the isostatic pressure was in this case much smaller than

the precision of the measurements. This was experimen-

tally confirmed by melting UO2.07, UO2.11, UO2.17 and

UO2.2 under 50, 100, 150 and 200 MPa pressure.

Typical thermograms are plotted in Fig. 2. As in the

case of stoichiometric samples, no melting transition

inflection is observable in the heat-up stage. As the

O/U ratio slightly increases (see UO2.00, UO2.01 and

UO2.03 curves in Fig. 2), the thermograms show the typ-

ical features of the melting/freezing processes in a two-

component system where the phase transition occurs

non-congruently: the freezing arrest on the cooling flank

is gradually replaced by two inflection points. The first

one corresponds to the appearance of the solid phase

inside the molten pool (liquidus). The cooling rate

decreases at this point due to the onset of latent heat

release. The second one corresponds to the temperature

of total solidification (solidus). After this transition, the

cooling rate increases again, indicating that liquid/solid

transition is completed.

The thermograms for specimens with O/U > 2.03 are

more complicated. In the cooling stage, after a first knee

point (sometimes a very short thermal arrest) corre-

sponding to the liquidus transition, a second thermal

arrest occurs of unclear origin. Sometimes a slight re-

calescence is observed at this point (see, e.g., the

UO2.20 thermogram in Fig. 2). Such behaviour does

not correspond to a regular solidus transition. Had this

been the case, a second knee point should have ap-

peared, followed by an increase of the cooling rate after

complete release of the latent heat. On the other hand,

the thermogram cannot be related to a monotectic tran-

sition, since in this case the temperature of the observed

second thermal arrest should be the same for all compo-

sitions, whilst, as shown in Fig. 2, the lower the sample

oxygen content, the higher is the temperature at which

the second thermal arrest is observed.

In summary, the solidus transition could not be di-

rectly related to the second thermal arrest. However,

the solidus could be determined from the 514-nm re-

flected light signal (RLS). Fig. 5 shows the thermogram

and the RLS recorded during a melting/freezing of a

UO2.17 sample. The RLS time derivative indicates vibra-

tions of the surface liquid layer. The RLS (dashed) curve

is characterised by six different stages: (i) the signal is

approximately constant as long as the sample surface

is not molten; (ii) a sudden increase is observed when

a very thin molten layer is formed; (iii) the amount of li-

quid increases to a point where the molten mass starts

vibrating under capillarity forces and scattering the
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atures at which the second thermal arrest was observed on the

cooling stage of thermograms are also displayed. The liquidus

was obtained by means of thermal arrest method and reflected

light signal (RLS) analysis. The solid lines are only an eye

guide.
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probe laser beam (the 514 nm signal increases due to the

contribution of radiation); (iv) as the first Nd:YAG laser

is turned off, the solidification front advances; light scat-

tering due to irregular motion of the liquid becomes

important and is cut off when the first solid seed is

formed (revealed by a spike in the RLS), a clear inflec-

tion is visible on the 644 nm channel thermogram and

vibrations disappear as most of the surface freezes; (v)

inhomogeneous oxygen distribution in the molten mass

causes parts of the pool to solidify at different tempera-

tures, probably leading to a radial displacement of the

remaining liquid; (vi) after complete solidification, the

signal stabilises at a level depending on the angular

reflectivity of the recrystallised surface.

4.2.1. Measurement of the liquidus

Both thermal arrest and reflected light method were

used to determine the point of first appearance of the

solid phase in cooling liquid UO2+x since the �first knee
point� on the thermogram cooling flank was sometimes

not evident. Moreover, a considerable dispersion was

found in the set of temperature measurements at which

a knee point was observed. This is due to non-congruent

melting/freezing occurring in the presence of fast oxygen

diffusion, with consequent oxygen concentration gradi-

ents in addition to temperature gradients.

The determination of the liquidus from the thermal

arrest became even more complicated if phase segrega-

tion occurred during solidification. Simulation results,

presented in the next section, show that formation of

oxygen concentration gradients constitutes a problem

in highly oxidised (O/U > 2.10) samples. Nevertheless,

the determination of the first knee point provided an

evaluation of the liquidus temperature that proved to

be in most cases realistic.
Since both undercooling and composition gradients

depend on the duration of melting, the pulse time was

reduced by nearly one order of magnitude in additional

experiments. Liquidus temperatures obtained in short-

and long-time experiments gave results in good agree-

ment, ensuring that the error due to undercooling and

segregation was not so large as to invalidate the

measurements.

The results of the reflected light method corroborate

the liquidus data obtained with the thermal arrest tech-

nique in samples with O/U < 2.15, although in general

the thermal arrest provides a liquidus temperature

slightly lower than that measured by the RLS method.

Fig. 6 shows the liquidus points for several UO2+x com-

positions respectively measured by thermal arrest and

RLS. The difference between the two data sets increases

with the oxygen content of the sample. This confirms

that non-equilibrium in composition is the main cause

of the discrepancy. Despite these experimental dif-

ficulties, the liquidus point could be measured within

the given standard deviations in a number of UO2+x

samples in the range 0 < x < 0.21.

4.2.2. Measurement of the solidus

The solidus point was determined during the heating

stage with the RLS method, with a precision of approx-

imately ±25 K. A reasonable estimate of the solidus

point could also be obtained with a �visual test�, illus-
trated in Fig. 7(a)–(d) for samples with the same compo-

sition as that of the experiment of Fig. 5. In successive



Fig. 7. (a)–(d) Post-melting visual examination to determine the solidus of a UO2.17 specimen.
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shots, the sample was pulsed at increasing temperatures

and the surface was checked by optical microscopy for

possible formation of liquid. The solidus point was esti-

mated to be between 2470 and 2530 K, in good agree-

ment with the result yielded by the RLS method.

Finally, Fig. 6 displays the solidus points measured

for several UO2+x compositions from both RLS and

post-melting observation. The agreement between the

independent results proves that the deduced solidus tem-

peratures are reliable. Fig. 6 shows, for comparison, the

temperatures at which a second thermal arrest was ob-

served on the cooling flank. Though the second thermal

arrest temperatures are systematically lower than the

RLS-measured solidus, the difference is mostly within

the experimental uncertainty. The temperature at which

the �second thermal arrest� is observed in the highest oxi-
dised samples (UO2.20, UO2.21) is a further point of

interest. This temperature (approximately 2300 K) is

the lowest point at which the existence of liquid UO2+x

has ever been observed. This can be considered as an

upper bound for the temperature triple point

UO2+x(cr)/UO2+x(l)/U3O8�y(cr) predicted by current,

not fully consistent, theoretical models as in Refs. [22–

24]. The data obtained in this work are summarised in

Table 1. Liquidus points correspond to weighted aver-

ages of RLS and thermal arrest measurements, and sol-

idus points from RLS and visual post-melting

examination. RLS data were generally given higher sta-
tistical weights due to their better accuracy. Vertical bars

correspond to the standard deviation of each experimen-

tal datum; horizontal error bars represent the uncer-

tainty in the composition of the individual specimens.
5. Simulation and discussion of the experimental curves

5.1. One-dimensional model

A one-dimensional model was developed [25,26] to

describe a two-component system heated by a laser

pulse, by predicting temperature T and composition C

in the sample as functions of depth z and time t, as well

as the dynamics of the phase interface and the extent of

the molten zone. The beam power density is assumed to

be constant and cooling of the disk-shaped sample to be

governed by radiative and convective heat exchange

with the environment on both front and the rear surfaces

(z = 0 and z = L, respectively).

The following approximations are made:

(a) The laser radiation is fully absorbed at z = 0.

(b) Evaporation entails heat-loss, but not mass-loss.

(c) Heat exchange inside the molten pool takes place

only by thermal diffusion.

(d) On the sample rear surface heat exchange occurs

through radiation only.



Table 1

Measured solidus and liquidus points in UO2+x

Nominal

composition/

O/U

Number of

samples

investigated

Pressure/GPa Solidus/K dT solidus/K dx solidus Liquidus/K dT liquidus/K dx liquidus

2 19 0.1 3147 ±20 ±0.005 3147 ±20 ±0.005

2.01 6 0.1 3071 ±20 ±0.005 3135 ±20 ±0.005

2.03 6 0.1 3055 ±25 ±0.005 3130 ±20 ±0.005

2.03 3 0.15 3060 ±25 ±0.005 3115 ±25 ±0.005

2.05 8 0.1 2964 ±50 ±0.005 3098 ±20 ±0.005

2.07 5 0.05 2948 ±40 ±0.005 3028 ±40 ±0.005

2.07 11 0.1 2958 ±40 ±0.005 3070 ±20 ±0.005

2.07 4 0.2 2954 ±40 ±0.005 3063 ±40 ±0.005

2.08 12 0.1 2886 ±25 ±0.01 3075 ±20 ±0.01

2.09 9 0.1 2901 ±49 ±0.005 3056 ±25 ±0.005

2.11 8 0.1 2793 ±40 ±0.005 2995 ±20 �0.005 + 0.015a

2.12 9 0.1 2699 ±25 ±0.01 3008 ±20 �0.01 + 0.02a

2.12 3 0.12 2696 ±25 ±0.01 3020 ±25 �0.01 + 0.02a

2.14 7 0.1 2607 ±25 ±0.01 2930 ±40 �0.01 + 0.03a

2.16 5 0.1 2606 ±30 ±0.01 2920 ±30 �0.01 + 0.035a

2.17 3 0.05 2528 ±50 ±0.005 2887 ±50 �0.005 + 0.04a

2.17 5 0.1 2550 ±50 ±0.005 2891 ±25 �0.005 + 0.04a

2.17 3 0.2 2530 ±50 ±0.005 –b –b –b

2.2 12 0.1 2438 ±35 ±0.005 2865 ±30 �0.005 + 0.055a

2.21 10 0.1 2410 ±25 ±0.005 2795 ±60 �0.005 + 0.059a

Notes: Additional melting points measured in stoichiometric samples in the range 0.01 GPa 6 p 6 0.25 GPa are reported in Fig. 7.
a Uncertainty in the sample composition including the possible enrichment in oxygen, according to the simulation model.
b Unsuccessful measurement.
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(e) The sample density q is constant and depends only

on the state (solid or liquid).

(f) The system remains two-component throughout

the experiment.

A tentative liquidus-solidus phase diagram is given as

an input. The model was first validated with the better

known binary system UO2 + ZrO2. In applying the sim-

ulation to UO2+x, the system UO2–O was represented as

an ideal binary mixture of two uranium oxides, respec-

tively UO2 and UO2.55, the latter being chosen because

it is close to the eutectic composition [22,23]. The phase

diagram calculated by Babelot et al. [22] in the range

UO2–UO2.55 was taken as a first input, and was then

modified by a recursive procedure, to fit the experimen-

tal results obtained in this work. According to such a

phase diagram, melting can lead to violation of the oxy-

gen homogeneity inside the sample during the melting/

freezing process.

The diffusion equation describing the mass transfer

within the material is

q
oCi

ot
þ oJ i

oz
¼ 0 ði ¼ 1; 2Þ. ð7Þ

Here z is the depth; q = q1 + q2 (=const.) the total mate-
rial density, and Ci = qi/q, mass fraction of the compo-

nent i. The quantity,
J i ¼ �qD
oCi

oz
ð8Þ

is the diffusion flux; D = D(C, T) is the temperature-

dependent effective diffusion coefficient, given as an input.

The caloric equation of the heat transfer in the bulk is

q
oh
ot

þ oq
oz

þ o

oz
J
oh
oC

� �
¼ 0; ð9Þ

where h = h(C, T) is the specific enthalpy given as an

input.

q ¼ �k
oT
oz

ð10Þ

is the conductive heat flux, and k = k(C, T) is the input
thermal conductivity.

The last term at the l.h.s. of Eq. (9) represents the dif-

fusive heat transfer. The conditions connecting different

values ahead of and behind the melting front (indicated

by indexes + and �, respectively) moving at a rate vf, are

defined by the energy and mass conservation laws:

J� � Jþ ¼ qmfðC� � CþÞ; ð11Þ

q� � qþ þ J
oh
oC

� ��

� J
oh
oC

� �þ

¼ qvfðh� � hþÞ. ð12Þ

The above assumptions (a)–(d) define the boundary

conditions for Eqs. (7) and (9). Heat transfer occurs
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on the front sample surface (z = 0) by conduction and by

evaporation. The calculation was made by using the

solution of the one-dimensional non-stationary problem

for a half-infinite layer, obtained by the integral heat

balance method [25–27]. Input data on the gas proper-

ties were taken from [28], whereas data relative to the

UO2+x sample and the experimental conditions were

measured for each experiment to be simulated. The in-

put laser power was set in order to reproduce in the sim-

ulation the experimental peak temperature. Values for

the diffusion coefficient D(T, C) were taken for solid

UO2+x, from Refs. [29,30]. Enthalpy and heat conduc-

tivity were assumed to be composition-independents,

and were taken from Refs. [19,31], respectively. Optical

properties of the sample surface were taken from Refs.

[18,19].

5.2. Discussion of the simulation results

In Fig. 8(a)–(d), an experimental thermogram mea-

sured in stoichiometric UO2 is compared with the simu-
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Fig. 8. (a)–(d) Experimental and simulated thermograms and simulate

UO2.14 (c) and UO2.20 (d). According to the simulation, the large conce

in the most oxidised specimens – like in (c) and (d) – caused a shift of th
lation results. Here melting occurred congruently, and

no composition gradients were formed, as shown by

the superficial composition curve in the figure.

Fig. 8(b) shows the simulated and empirical thermo-

grams for UO2.09, together with the calculated surface

composition. Fig. 9 shows the concentration profile

C(z, t) calculated from the surface inward at eight suc-

cessive times. The simulation shows that, after the onset

of solidification in the bulk and on the surface, freezing

occurs on two fronts, one advancing towards the surface

and the other in the opposite direction. Concentration

gradients are produced on both the freezing fronts, so

that the very last liquid layer before total solidification

was considerably enriched in oxygen. This composition

heterogeneity causes an irregular release of latent heat

resulting in a rather complex temperature profile, and,

therefore, in the irregular shape of the thermogram

around the freezing transition (Fig. 8(b)). In the real

case, concentration gradients were probably less pro-

nounced, due to the fact that diffusion occurred in three

rather than one dimensions. As a consequence, the
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empirical thermogram between liquidus and solidus is

smoother than that calculated. Possible deviations

caused on the liquidus and solidus points by variations

in the surface composition are negligible compared with

the uncertainty of the measurements. The main differ-
ence with respect to the case of the stoichiometric sample

consists here in the pronounced disagreement between

calculated and experimental thermograms after the liq-

uidus point is attained. By no means could the observed

second thermal arrest be reproduced in the calculation.
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The situation is similar in all the UO2+x specimens with

0 6 x 6 0.10, though the disagreement between experi-

mental and simulated thermograms of more oxidised

samples (O/U > 2.10) is more pronounced.

In the curves calculated for samples with O/U > 2.10,

the position of the liquidus arrest is influenced by the

variation of the oxygen distribution over the specimen

during the melting-freezing process. Composition gradi-

ents in these cases are considerably higher, and, accord-

ing to the one-dimensional simulation, diffusion in the

liquid is not sufficient to restore the original composition

on the sample surface before the onset of freezing. Fig.

8(c) and (d) shows the examples of UO2.14 and UO2.20

melting experiments, where the calculated oxygen con-

tent on the sample surface at the onset of freezing is still

well above the starting level. In the latter example, the

error in the liquidus due to the change in composition

is definitely exceeding the measurement uncertainty.

These results suggest that the input liquidus, based on

the obtained experimental results, was somewhat inade-

quate for samples with O/U > 2.10.

In conclusion, the one-dimensional approximation is

acceptable if thermal gradients on the sample surface

are merely axial, and the growth of the crystal upon freez-

ing is columnar, perpendicular to the surface. This was

only the case for stoichiometric andmoderately hypersto-
Fig. 10. SEM micrographs of samples subjected to laser induced mel

(c, d) hyperstoichiometric sample (UO2.08).
ichiometric samples. Fig. 10 shows SEM micrographs of

UO2.00 (a, b), and UO2.08 (c, d) samples. Structurally, the

system can be considered as one-dimensional throughout

the melting-freezing process for a stoichiometric sample.

With increasing stoichiometry, however, a larger �swol-
len� zone in the centre of the molten surface is visible

where the crystal growth is not columnar. This is proba-

bly due tomovement of the liquidmass in the radial direc-

tion during the solidification process. The presence of

density and concentration gradients, causing different

points of the molten zone to freeze at different tempera-

tures, was the likely origin of this effect. In this case, a

one-dimensional simulation can be justified in the first

part of cooling only, i.e., until the first appearance of solid

in the liquid. Consequently, the typical shape exhibited

by experimental thermograms after the liquidus transi-

tion could not be reproduced for compositions O/U >

2.03, irrespective of how the input parameters were chan-

ged. A corroboration of the empirical results should be

sought in some experimental verification. Therefore,

melting- freezing experiments of very short duration were

performed on samples with O/U > 2.10. The liquidus

point measured in a short pulse experiment by means of

the reflected light signal analysis was in reasonable agree-

ment with that measured in an experiment of longer dura-

tion (Fig. 11). This would not have been the case if the
ting/freezing experiments: (a, b) stoichiometric sample (UO2.00);
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error induced by the time-dependent oxygen distribution

in the liquid were decisive.

In conclusion, the one-dimensional simulation yields

results in good agreement with the experimental thermo-

grams in stoichiometric and slightly non-stoichiometric

(O/U 6 2.10) specimens, up to the first thermal inflec-

tion observed on the cooling flank of the thermograms.

This confirms the reliability of the measured solidus and

liquidus points.

In highly oxidised samples (O/U > 2.10) the effects of

concentration gradients and radial liquid displacement

are much more pronounced. An increased disagreement

between calculated and experimental thermograms is

observed, which suggests that a precautionary larger

uncertainty band should be attributed to liquidus points

measured in this part of the phase diagram.
6. High-temperature phase diagram of UO2+x

The melting behaviour of hyperstoichiometric ura-

nium oxide could be hardly controlled at buffer gas pres-

sures below 10 MPa, and for the highest O/U ratios this

limit had to be increased up to 100-200 MPa. These con-

ditions might seem exceedingly rigorous for a system

where the vapour pressure in the saturated thin gas layer

over the liquid is in the range from 10�4 to 10�1 MPa.

Yet, the largely non-congruent UO3(g) and O2(g) va-

pour developing over the UO2+x condensed phase at a

given stoichiometry may produce in the p�T plane dif-

ferent curves defining a two-dimensional domain encom-

passed by the two extreme cases of (a) total equilibrium
between stoichiometric liquid and non-stoichiometric

vapour (boiling curve, BC), and (b) equilibrium of

stoichiometric vapour with non-stoichiometric liquid

(saturation curve, SC). The forced-congruent phase

equilibrium (FCE) mode closer to our experiments is

in-between. In the FCE mode the Gibbs energies of

the condensed and vapour phases are equated by vary-

ing the pressure and imposing equal compositions. If

pv is the total vapour pressure, one can demonstrate that

pBCv P pFCEv P pSCv whereby at O/U > 2.1 the inequality

may extend over orders of magnitude. A thorough dis-

cussion of this problem can be found in Ref. [32]. If

one considers that under BC the O/U ratio in the vapour

is more than twice that of the condensed phase, one can

understand how difficult is to interpret melting experi-

ments that just slightly deviate from the corresponding

isopleths.

As mentioned at the end of Section 4, from the cool-

ing thermal arrest observed in highly hyperstoichiomet-

ric samples, an upper bound at 2300 ± 50 K can be

established for the three-phase coexistence line predicted

by most UO2+x thermodynamic models. Yet, the liquid

phase boundary for O/U� 2.1 remains merely conjec-

tural because at high-temperatures the vapourisation

of U3O8 into UO3 (g) is so fast that the melting or sub-

limation point could not be determined so far. In fact,

by extrapolating the available thermochemical data at

2300 K, U3O8 should decompose in the cubic phase,

UO2+x, at oxygen pressures below 1.8 MPa; under these

conditions the resulting equilibrium partial pressure of

UO3(g) is approximately 2 · 10�2 MPa. At the highest

temperature of 2700 K at which some models locate

the three-phase coexistence line, the oxygen pressure

threshold increases to 37 MPa with a UO3(g) partial

pressure of 0.48 MPa.

Consequently, the conditions for the existence of the

oxygen-rich liquid are experimentally unknown. Fur-

thermore, from the following discussion one realises that

also the theoretical models are unable to provide concor-

dant predictions in this phase diagram area.

Table 2 shows a synopsis of available experimental

and calculated data concerning the solid/liquid transi-

tion in stoichiometric and hyperstoichiometric uranium

dioxide.

The only useful experimental points available prior to

the present investigation were those of Latta and Fryxell

[5], which are comparatively plotted in Fig. 12. Solidus

and liquidus temperatures measured in [5] are generally

higher than ours for compositions O/U > 2.05, and the

disagreement becomes more pronounced at O/U > 2.10.

This discrepancy cannot be attributed to measurement

errors, but rather to an uncontrolled variation of the

sample composition towards lower oxygen content in

Latta and Fryxell�s experiment, where the samples did

likely interact with the crucible material (W or Re) with

significant losses of oxygen.
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Fig. 12. Liquidus and solidus points measured in this work at

100 MPa on samples spanning several UO2+x compositions,

with 0 6 x 6 0.21. The dotted straight lines, plotting second-

order polynomial fits of the experimental points, serve as guide

for the eye only. The experimental points plotted as �·� in the

lower part of the graph correspond to the �second thermal

arrest� temperatures observed in the most oxidised samples, at

the composition given by post-melting TG measurements on

molten-refrozen zones. Latta and Fryxell data [5] and the

calculated UO2+x phase diagram proposed by Babelot et al. [22]

are plotted too, for comparison.
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Our interpolated liquidus and solidus lines are in a

fairly good agreement with those calculated by Babelot

et al. [22], shown in Fig. 12. The system U–O was there

represented as a mixture of the three species U, UO2 and

UO3. In particular, hypostoichiometric and hyperstoi-

chiometric are considered as mixtures U/UO2 and

UO2/UO3, respectively. For these phases the interaction

model of Hoch and Arpshofen [33] was used to calculate

the Gibbs energy of the solid mixture and of the liquid.

For compositions close to stoichiometric UO2, the Scho-

ttky–Wagner disorder model [34] was used to calculate

the concentration of U and UO3 in UO2. The Latta

and Fryxell data [5] were employed in the analysis of

the hypostoichiometric phase diagram for the optimisa-

tion of the Gibbs energy parameters describing the solu-

bility of liquid U in solid UO2. For UO2+x, the phase

boundaries were taken from the recommendations of

Rand et al. [35]; free energy of mixing was calculated

from existing oxygen potential measurements. UO3

melting point and melting enthalpy were estimated by

analogy with MoO3 and WO3. Finally, the U–UO3 sys-

tem was represented in [22] at atmospheric pressure,

with no solid/gas and liquid/gas transitions. One can

see that this model is rather simplistic and contains seri-

ous drawbacks, so that the good agreement with our

results is perhaps only coincidental.

In Fig. 13 are plotted the phase boundaries calculated

by Guéneau et al. [23]. In their model, solid urania is

considered as an ionic triple-sub lattice structure, the
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liquid phase is treated as an ionic double-sub lattice (an-

ionic and cationic) compound. The liquidus and solidus

lines of Latta and Fryxell were used, corrected according

to Raoult�s cryoscopy law to take into account the disso-

lution of tungsten in the liquid during the melting exper-

iments. Gibbs energy calculations were performed in [23]

at atmospheric pressure taking into account the liquid/

gas and solid/gas phase transitions. A three-phase coex-

istence line UO2.17(s)/UO2.55(l)/UO3(g) was obtained at

2727 K, a value that cannot be compared with the re-

sults obtained in this work. On the other hand, the phase

boundaries calculated in [23] and the results of the pres-

ent work are in a sufficient agreement for O/U < 2.1.

In the calculations performed by Chevalier et al. [24]

(see Fig. 13), UO2±x was represented by a �three-sublat-
tices� model, similar to the one used by Guéneau et al.

The liquid was supposed to be a mixture of pure species

U(L) and O(L) and associated species, UO2(L). Under this

assumption, the stoichiometry field was described by the

interaction parameter between O(L) and UO2(L) in the li-

quid in correlation with the UO2+x solid-solution model.

The phase diagram at atmospheric pressure was calcu-

lated both with and without the gas phase, the latter

condition being closer to our experiments. A three-phase

coexistence line UO2.25(s)/U3O8(s)/UO3(l) was obtained

at approximately 2750 K (though the exact co-ordinates

of invariant points of this transformation are not very

clear in Ref. [24]). If the condensed phase/gas transitions

were taken into consideration, a transition UO2.07(s)/

UO2.12(l)/UO3(g) was obtained at 3077 K. In describing

the solid–liquid transition, Gibbs energy parameters

were calibrated from the Latta and Fryxell data. As a

consequence, liquidus and solidus lines proposed in

[24] fit these experimental points in the range UO2.00–

UO2.25, and are consequently in disagreement with the

phase boundaries found in our work.
In conclusion, one can see that an effort is still nec-

essary to ameliorate the thermodynamic models of

UO2+x by starting from the new experimental data

and self-consistent assumptions. Further experimental

and theoretical work is in progress at ITU on this sub-

ject [36].
7. Summary and conclusions

New experimental evidence on the melting behaviour

of stoichiometric and hyperstoichiometric uranium

dioxide was obtained:

• The melting line of UO2 was for the first time mea-

sured in the range 10–250 MPa, confirming congru-

ent melting of the stoichiometric dioxide.

• In the composition range UO2.00–UO2.21 melting was

produced and analysed under a buffer gas pressure of

100 MPa, under conditions where the solidus and liq-

uidus lines could be accurately measured. The effect

of excess oxygen on the decrease of the melting point

of the cubic structure is much more pronounced than

previously assumed.

• From the measured data a high-temperature phase

diagram of UO2+x was obtained, at pressures up to

near the triple point at each composition investi-

gated. On the other hand, the onset of massive evap-

oration, observed at atmospheric pressure and at

temperatures close to the melting point, indicates that

realistic theoretical descriptions of the UO2+x system

at atmospheric pressure must take into account the

formation of vapour from the condensed phase.

• High temperature UO2–O phase diagrams as calcu-

lated from existing theoretical models are generally

in poor agreement with the experimental results of

this work. This incongruity clearly stems from the

marked difference between our results and those of

Latta and Fryxell [5], which have been generally used

until now to calibrate the models. Therefore, the new

results suggest that a revision of the current views on

the UO2+x system is necessary.
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